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Zusammenfassung

Im Rahmen der vorliegenden Vorstudie wurde das Potential fir externe Informationen zur Optimierung
von Niederspannungsnetzwerken untersucht. Besonderer Fokus wurde dabei auf die Verbesserung
der Netzqualitat durch die Reduktion der Anzahl der Schalvorgange von schaltbaren Transformatoren
gelegt. Zu diesem Zweck wurden zwei Methoden zur Erkennung und Vorhersage von Produktionsein-
briichen dezentral installierter Photovoltaik-Anlagen (PV-Anlagen) in Niederspannungsnetzen entwi-
ckelt, welche sich auf zwei externe Datenquellen stiitzen: 1. die regionale short-term Wettervorhersa-
ge, sowie 2. das Produktionsprofil umliegender Solarpanels.

Aufgrund einer nicht ausreichenden Datengrundlage in den PV-Installationen im Umfeld der Testregi-
on VEIN in Rheinfelden konnten die entwickelten Methoden nur flir grobe Produktionsschwankungen
evaluiert werden. Diese bieten in der Praxis keine ausreichende Granularitat fur eine effektive Tra-
fosteuerung. Beide Methoden kénnen jedoch auf hdhere Granularitaten extrapoliert werden. Die Er-
gebnisse der Evaluation sind vielversprechend.

Résumeé

Dans le cadre de la présente étude, on n'en a examiné le potentiel des informations externes pour
I'optimisation des réseaux électriques basse tension. Les efforts concernent I'amélioration des réseaux
par la réduction des processus de commutation des transformateurs commutables. A cette fin, deux
méthodes ont été développé pour la détection et la prévision des décrues de la production des
installations photovoltaiques installées a distance. Ceci se fondent sur deux source de données
externe: 1. Des prévisions météorologiques régionaux a court terme 2. Le profil de production des
panneaux solaires adjacents. En raison des données insuffisantes fournis par les installations
photovoltaiques du terrain d'expérimentation VEIN a Rheinfelden, les nouvelles méthodes élaborées
n'ont que pu étre évalué pour des fortes variabilités de la production. En pratique ils n'offrent pas une
granularité adéquate pour un contrdle de transformateur efficace. Par contre les deux méthodes
peuvent étre extrapolées pour une granularité supérieure. Les résultats de I'évaluation sont
prometteurs.

Abstract

In this pre study the potential of external information for optimizing low voltage power networks was
investigated. In particular the study aimed for improving the network quality by reducing the number of
switching operations of a switchable transformer. Two methods were developed for the detection and
forecast of production interrupts of distributed solar panel installations. The database includes regional
short-term weather forecasts and production profile of other, not so far away solar panels.

In the progress of this pre study it showed up that the database is not of sufficient quality for the area
around the VEIN test field. Therefore the two methods could only be used to detect coarse production
interrupts. In practice these coarse production interrupts are useless for the transformer operations.
But both methods showed promising results. It can be expected that — given a database with sufficient
and detailed data of necessary granularity — both methods can produce appropriate results.
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Ausgangslage
Zukunftig werden vermehrt erneuerbare Energiequellen wie Sonne, Wind, Biomasse und Wasser ge-
nutzt sowie in einer Umgebung mit Warmebezug dezentral Brennstoffzellen und Warme-Kraft-
Kopplungsanlagen zur Anwendung gelangen. Egal ob diese Anlagen zentral in Form von beispiels-
weise Windparks oder dezentral bei einzelnen Haushalt installiert werden, sie fugen einen Charakter
zur Energieerzeugung hinzu.
Dieser stochastische Charakter erfordert zuklnftig ein aktives Management fir den Betrieb der Ver-
teilnetze auf den verschiedenen Spannungsebenen. Insbesondere auf der untersten Ebene der Ver-
teilnetze missen Massnahmen ergriffen werden, welche
e die Netzqualitat sicherstellen und
* mehr Autonomie flr einzelne Zweige des Verteilnetzes mit dem Ziel garantieren, den Energie-
konsum auf die Energieproduktion abzustimmen (auch im Hinblick von Smart Energy Regions1).
Die Sicherstellung der Netzqualitat erfordert beispielsweise die Einhaltung von Grenzwerte im Span-
nungsband. Bei einer dezentralen Einspeisung mittels erneuerbarer Energiequellen (kurz: DEA) auf
der untersten Netzebene kann die Einhaltung der Grenzwerte nicht wie bisher sichergestellt werden.
Es bedarf zusatzlicher Massnahmen oder Anlagen, zum Beispiel in Form von schaltbaren Transfor-
matoren und/oder Batteriespeicherungen, welche korrigierend eingreifen.
Ebenso werden Batteriespeicher zum Ausgleich von Spannungsspitzen (Peak Shaving) oder zu Stei-
gerung der Autonomie eingesetzt. Im letzten Fall wird versucht, die Abhangigkeit vom externen
Strombezug zu reduzieren, indem Batteriespeicher Uberschiissige Energie — unter anderem von
DEAs produziert — zu einem spateren Zeitpunkt nutzbar machen.

Ziel der Arbeit

Existierende Ansatze fir das Management von Niederspannungsnetzen beruhen meist auf lokalen
Messungen. Das Ziel der Arbeit ist es zu untersuchen, ob das Management von Niederspannungsnet-
zen - insbesondere unter der neuen Herausforderung dezentraler Energieeinspeisung - mit Hilfe von
weiteren externen Informationen in Richtung Netzstabilitdt und Wirtschaftlichkeit verbessert werden
kann.

Dazu sollten konkret folgender Anwendungsfall Verbesserung der Netzqualitdt durch informierte
Steuerung des schaltbaren Transformators und/oder Speichers untersucht werden. Schaltvor-
gange von Transformatoren im Niederspannungsnetz zielen auf eine Einhaltung des Spannungsban-
des. Die Anzahl der Schaltvorgange kann durch "kurzfristige" Prognosen des zukinftigen Stromver-
brauchs und —erzeugung und deren Ausgleich durch Peak Shaving reduziert werden. Auswirkungen
wie die Weitergabe der Netzschwankungen insbesondere auf das héhere Stromnetz kénnen damit
reduziert und der Verschleiss des schaltbaren Transformators (falls mechanische Schalter verwendet
werden) kann eingegrenzt werden.

Konkret werden im vorliegenden Anwendungsfall kurzfristige, von vorbeiziehenden Wolken verursach-
te Produktionseinbriiche dezentraler PV-Anlagen zeitnah prognostiziert, um entsprechende Mass-
nahmen auslésen zu kdnnen. Zur Umsetzung der Kurzfristprognose werden als externe Informations-
quellen einerseits regionale Wettervorhersagen, andererseits die PV-Produktionsdaten umliegender
PV-Installationen herangezogen.

Die Ziele des Projekts folgendermassen verfeinert:

* Fokussierung des Projekts auf die Verbesserung der Netzqualitat. Zusatzlich wurde die Fragestel-
lung fokussiert, wie Uberhaupt eine Kurzfristprognose erstellt werden kann.

* Die Auswirkungen der externen Steuergrdossen auf das Netz werden hinten angestellt und soll
gegebenenfalls in einem separaten Folgeprojekt untersucht werden.

1 http://www.e-energy.de/de/modellregionen.php
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Bisherige Literatur

Der Einbezug externer Informationen zur Steuerung lokaler Netze wurde auch in anderen Ansatzen
untersucht. Fir die Kurzfristvorhersage beschranken sich die einbezogenen, externen Informationen
aber auf die Wettervorhersagen. Den Ansatzen ist allen gemeinsam, dass sie im Gegensatz zu bishe-
rigen Modellen zur Wettervorhersage einen kirzeren Vorhersagehorizont von wenigen Minuten bis zu
einigen Stunden haben. Vorhersagen in diesen kurzen Zeitfenstern erlauben eine wesentlich prazise-
re Steuerung eines Niederspannungsnetzes — womit der Nutzen einer solchen Vorhersage schon
angedeutet ist.

Die Ansatze zur Kurzfristvorhersage kénnen grob in folgende Klassen einsortiert werden (vgl. (Pelland
et.al. 2013)):

Stochastische Methoden

Auf der Basis von vergangenen Produktionsdaten eines Solarpanels wird eine Vorhersage fir
jenes Panel probiert. Das Persistenzmodel ist ein bekannter Vertreter diese Gattung. Aller-
dings ist die Vorhersagegute solcher Modelle begrenzt. Zudem nutzen sie keine externen In-
formationen flr die Vorhersage.

Methoden auf der Basis von bodengestitzten Kameras (z.B. (Chow et al. 2011))

Mittels speziellen Kameras wird der Himmel fotografiert. Aus einer Bildfolge werden Vorher-
sagen fir Wolkenzlige abgeleitet, aus denen auf die erwartete Energieproduktion der Solar-
panels geschlossen wird. Die Vorhersagegdte ist gut, allerdings stark von der jeweiligen Wet-
tersituation abhangig.

Methoden auf der Basis von Satellitenbildern (z.B. (Perez et al. 2010))

Ebenso wie man aus Bildfolgen von bodengestiitzten Kameras kann man aus Bildfolgen von
entsprechenden Satellitenbildern Wolkenziige ableiten. Vorteil der Satellitenbilder ist relative
Unabhangigkeit von den jeweiligen Wettersituationen. Auf der anderen Seite weisen sie eine
wesentlich grobere raumliche als auch zeitliche Auflésung auf, womit Vorhersagen fir einen
bestimmten Installationsort einer PV-Anlage ungenau sind.

Mischformen

Die beste Vorhersagegute scheint durch eine Kombination von Satelliten- und Kamerabildern
erreicht zu werden. Die Schwache eines jeweiligen Ansatzes kann durch die Starken des an-
deren Ansatzes ausgeglichen werden. Ein Wolkentracking ist auch bei schlechten Wettersitu-
ationen mittels Satelitenbildern moéglich, wahrend Bildfolgen bei bodengestiitzen Kameras bei
gutem Wetter genauer und detailliertere Vorhersagen erlauben.

In diesem vorliegenden Vorhaben soll eine weitere Methode untersucht werden. Die Neuartigkeit die-
ser Methode beruht auf der Art der externen Informationen, welche zur Vorhersage der Solareinstrah-
lung genutzt werden. Im Gegensatz zu den bisherigen Ansatzen werden die Solarproduktionen umlie-
gender PV-Anlagen herangezogen, um die Produktion einer konkreten PV-Anlage vorherzusagen. In

diesem Vorhaben soll die Grundlage fur eine solche Vorhersagemethode gelegt werden.

Szenario und Abgrenzung

Anwendungsfall 1 wurde basierend auf folgendem Szenario untersucht (siehe Abbildung 1):

Am "Vorhersagestandort" (mit dezentral installierten PV-Anlagen) sollen fiir die Trafoschaltung
relevante Produktionsschwankungen prognostiziert werden. Es sollen folgende externe Daten
herangezogen werden:

* Messwerte an externen PV-Anlagen im Umkreis des Vorhersagestandorts; diese wer-
den zur konkreten Vorhersage verwendet. Neben PV-Anlagen kénnen auch Pyrano-
meter herangezogen werden.

* Messwerte an Wetterstationen im Umkreis des Vorhersagestandorts; diese kénnen
zur Bestimmung der geeigneten PV-Anlangen zur Vorhersage herangezogen werden.
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Abbildung 1 Beispiel-Szenario fiir Anwendungsfall

Es soll untersucht werden, ob an den externen PV-Anlagen fiir die Trafoschaltung relevante Produkti-
onsschwankungen erkannt werden kénnen, welche durch voriberziehende Wolken ausgeldst wurden.
Mit Kenntnis der herrschenden Windrichtung und Windgeschwindigkeit sollen diese Produktions-
schwankungen flir den Vorhersagestandort prognostiziert werden, mit dem Ziel "kurzfristiges Hin- und
Herschalten" des Trafos zu verhindern (vgl. Abbildung 1).

Um die Messwerte unterschiedlicher Herkunft und Art vergleichbar zu machen, wurden die Messwerte
normiert. Ziel der Normierung war die Amplitudenausschlage der jeweiligen Messreihen vergleichbar
zu machen.
Als relevant eingestuft werden Schwankungen in den Zeitreihen dabei in den folgenden Fallen:
1. Die H6he der Amplitudenschwankung Uber einem Zeitfenster L ist signifikant
1. in Relation zum Signalrauschen und
2. in Relation zur extraterrestrischen Solarstrahlung (abhangig von georgraphischer La-
ge und Jahreszeit)

2. Das Zeitfenster L der Amplitudenschwankung ist kurz genug, sodass der entsprechende PV-
Produktions-Einbruch bzw. -Anstieg mit DLM-Massnahmen ausgeglichen werden kann. Dafur
wurde eine Grenze von L <10min angenommen

3. Das Zeitfenster L der Amplitudenschwankung ist lang genug, um flr ein Trafoschaltsignal re-
levant zu sein. Dies hangt einerseits von der Trafo-Schaltlogik ab, andererseits von den Reg-
lements zur Einhaltung des Spannungsbandes2. Es wurde eine Grenze von L =2min ge-
setzt.

Fur den Anwendungsfall werden folgende Annahmen getroffen:

= Vereinzelt voriberziehende Wolken flihren zu fir die Trafoschaltung signifikanten Produktionsein-
briichen an PV-Anlagen, welche kurz genug sind, um in einem Smart Grid durch Massnahamen
wie Peak Shaving z.B. durch Dynamic Load Management (DLM) ausgeglichen werden zu kénnen.

= Produktions-Schwankungen mit einer Lange von 2-5 min kénnen mit DLM ausgeglichen werden.
Eine Trafoschaltung kann dadurch verhindert werden, insbesondere kann schnelles Hin-und Her-
schalten des Trafos bei Wolkenfeldern verhindert werden.

= Die Trafoschaltung erfolgt mit einer leichten Verzégerung, welches einem Downsampling und

2 Gemass EN 50160 gilt eine maximale Spannungsabsenkung bzw. ein maximaler Spannungshub in der Niederspannungs-Leitungsebene von -
5% bzw- +3%.
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damit einer Glattung der Zeitreihen entspricht. Dieser Glattungseffekt sorgt daflir, dass der Trafo
nicht auf sehr kleine Produktions-Schwankungen (unter 2 min) reagiert.

= Das vorliberziehende Wolkenmuster verandert sich zwischen externem Standort und Vorhersage-
standort wenig, falls kein boiger Wind herrscht.

= Statt PV-Produktionsdaten kdnnen fir den Zweck der Vorstudie auch Pyranometer-Daten ver-
wendet werden (sowohl im Vorhersagestandort als auch in den externen Standorten): Beide mes-
sen die aktuelle Sonnenbestrahlung (direkt bzw. indirekt). Die Erkennung und Vorhersage von re-
lativen Schwankungsmustern in der Einstrahlung ist ausreichend, um geeignete DLM-
Massnahmen zur Verhinderung von Trafoschaltungen einleiten zu kénnen.

Die vorliegende Arbeit ist als Vorstudie konzipiert: Es soll die Machbarkeit der Kurzfristvorhersage und
ihre mdglichen Auswirkungen auf das Trafoverhalten untersucht werden.

Konkret ist daher Gegenstand der Vorstudie:

= die Anforderungsanalyse fiir ein Prognosemodell gemass dem Beispiel-Szenario;

= die Konzipierung eines geeigneten Vorhersagemodells;

= dessen Evaluation anhand von Beispieldaten.

Nicht Gegenstand der Vorstudie ist die Konzeption der Trafo-Schaltsignale fiir ein konkretes Trafomo-
dell und die Implementierung eines entsprechenden Prototypen.

Vorgehen / Methode

Anwendungsfall 1 soll zeigen, dass eine kurzfristige Produktionsprognose von dezentralen PV-
Einspeiseanlagen auf Basis von externen Informationsquellen erstellt werden kann. Um ein entspre-
chendes Prognosemodell zu erstellen wurde folgendes Vorgehen gewahlt:

1. Vorarbeiten:

= Anforderungsanalyse

= Datenbeschaffung

= Evaluation mathematischer Methoden und Werkzeuge
2. Prognosemodell:

= Erkennung von Produktions-Schwankungen

= Korrelation mit externen Ereignissen

= Prognose- & Fehlermodell
3. Evaluation

In den Vorarbeiten wurden die Anforderungen an das zu erstellende Modell analysiert, insbesondere
im Hinblick auf die erforderliche Menge und Qualitdt an Daten aus externen und Netz-internen Quel-
len. Es wurde versucht entsprechende Daten zu beschaffen, was sich schwierig erwiesen hat. Des
Weiteren wurden potentielle Methoden und mathematische Werkzeuge zur Erstellung eines Progno-
semodells gesichtet und evaluiert. Die Wavelet-Analyse wurde als geeignet ausgewahilt.

Die Ausarbeitung des Vorhersagemodelles selbst gliedert sich in drei Schritte: Im ersten Schritt wurde
ausgehend auf Basis der Wavelet-Analyse zwei konkrete Methoden entwickelt, um fur Trafoschaltun-
gen relevante Produktionseinbriiche zu charakterisieren und automatisiert zu erkennen. Im zweiten
Schritt wurden diese Produktionseinbriiche mit Ereignissen aus externen Informationsquellen korre-
liert, ndmlich mit:

* Produktionsdaten umliegender PV-Anlagen, um Produktionseinbriiche, die von vorlberzie-
henden Wolken verursacht wurden, friihzeitig zu erkennen;

* Wetter-Ereignissen (vorhergesagte Windgeschwindigkeit, Windrichtung, Sonnenscheindauer
etc. ), welche helfen, die Produktionsdaten umliegender PV-Anlagen mit den Produktionsda-
ten der vorherzusagenden PV-Anlage in Verbindung zu bringen.

Auf Basis der Auswertung dieser Korrelationen wurde im dritten Schritt ein Prognose- und Fehlermo-
dell erstellt. In der Evaluation wurde die Gute des erstellten Prognosemodelles mittels messbarer Pa-
rameter ausgewertet.

9/32



Ergebnisse / Erkenntnisse

Anforderungsanalyse

Aus dem im Kapitel "Szenario und Abgrenzung" beschriebenen Szenario wurden die im folgenden
gelisteten Anforderungen abgeleitet.

Anforderung aus dem Projektauftrag:

= Da die vorliegende Vorstudie vom Projekt VEIN mitfinanziert wurde, mit dem Ziel die Auswirkun-
gen der vermehrten dezentralen Einspeisung auf die Netzqualitat und auf den Betrieb von Nieder-
spannungsnetzen in der Praxis zu ermitteln, soll entweder der Vorhersagestandort oder einer der
externen Standorte (Vorhersagequellen) am VEIN Standort in Rheinfelden verortet sein.

Anforderungen an die externen Wetterstationen und deren Messdaten:
= Artder Daten:

Windrichtung, Windgeschwindigkeit, allgemeine Wetterlage, um geeignete PV-Anlagen/
Pyranometer bestimmen zu kénnen

= Datenqualitat:

Windrichtung und Windgeschwindigkeit sollten moglichst auf Wolkenhéhe bekannt sein.
Die Lange der Abtastintervalle von Windrichtung und Windgeschwindigkeit sollte nicht
mehr als 5 min betragen, um diese mit den PV-Messwerten korrelieren zu kénnen ohne
zu grosse Abweichungen in Kauf nehmen zu missen.

= Standort:

Die Wetterstationen sollen moéglichst nah an den PV-Anlagen stehen. Im Idealfall gibt es
zu jeder externen Mess-Stationen mindestens eine Wetterstation, die in der Achse zwi-
schen externen Mess-Station und Vorhersagestation liegt. Dies erlaubt eine moglichst ak-
kurate Einschatzung der Windrichtung und -geschwindigkeit zwischen den PV-Anlagen.

=  Windrichtung:

Die vorherrschende Windrichtung soll im Idealfall méglichst genau in der Achse zwischen
externer PV-Anlage und Vorhersagestandort stehen. Andernfalls ist zu erwarten, dass die
zur Produktions-Prognose genutzten Wolkenformationen am Standort der externen PV-
Anlage nicht Uber den Prognosestandort hinwegziehen bzw. die resultierenden Produkti-
onsmuster stark verzerrt sind. Die Prognosequalitat nimmt mit der Abweichung der Wind-
richtung von dieser Achse daher sehr schnell ab. Diese Anforderung fallt vor allem dann
ins Gewicht, wenn fir die Prognose am Vorhersagestandort nur eine externe PV-Anlage
als Vorhersagequelle genutzt werden kann. Je mehr externe PV-Anlagen pro Vorhersa-
gestandort als Prognosequellen zu Verfligung stehen, desto starker kénnen Cross-
Korrelationen ausgenutzt werden, um Abweichung der Windrichtung von der genannten
Achse zu kompensieren (siehe "Complex Model" im Kapitel Prognose- und Fehlermodelle
weiter unten).

=  Windgeschwindigkeit

Die Windgeschwindigkeit soll nicht hoher sein als 60 km/h:

» Bei hohen Windgeschwindigkeiten (bzw. Sturm) ist davon auszugehen, dass das
Wolkenmuster auf dem Weg zwischen externem Standort und Vorhersagestand-
ort durch entstehende Turbulenzen stark verzerrt wird und dadurch die Prognose
erschwert. Als "Sturm" werden Ublicherweise Windgeschwindigkeiten ab 20,8 m/s
(74,9 km/h) bezeichnet. Um gut unter diesem Schwellenwert zu bleiben, wurde
die max. zulassige Windgeschwindigkeit in diesem Vorhaben auf 60 km/h festge-
setzt.

= Je hoher die Windgeschwindigkeit, desto kiirzer die Vorlaufzeit der Prognose.

= Bei einer kurzen Distanz zwischen externer PV-Anlage und Vorhersage-
standort und gleichzeitig hoher Windgeschwindigkeit kann die "Flugzeit"
der Wolken zwischen den Standorten, und damit sie Vorlaufzeit der Prog-
nose, unter die Lange der Abtastintervalle fallen. Eine Vorhersage rele-
vanter Produktionseinbriche ist in diesem Fall nicht mdglich.
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= Ebenso kann die Vorlaufzeit kleiner sein als das als relevant spezifizierte
Zeitfenster von Amplitudenschwankungen. Auch in diesem Fall ist eine
Vorhersage nicht mdglich, da am externen Standort nicht genug Zeit
bleibt, um die relevanter Produktionseinbriche als relevant zu erkennen.

Allgemeine Wetterlage:

Die allgemeine Wetterlage soll der Wetterklasse GUT oder MITTEL entsprechen. Dabei
wurden drei Wetterklassen entsprechend dem sog. signal to noise ratio (SNR) definiert
(siehe Abbildung 2). Das SNR gibt das Verhaltnis von Amplitude des interessierenden
Signals zur Amplitude des Hintergrundrauschens an (Gonzalez et. al., 2008). Im vorlie-
genden Fall ist das interessierende Signal eine signifikante Amplitudenschwankung ent-
sprechend Kapitel Szenario und Abgrenzung, d.h. eine Amplitudenschwankung welche
einerseits signifikant ist in Relation zum gleitenden Mittelwert ist und andereseits ein Zeit-
fenster von 2-10min abdeckt. Im Folgenden werden die drei Wetterklassen erlautert:
=  Wetterklasse GUT: Bei klarem Himmel mit vereinzelt voriberziehenden Wolken
sind die von diesen ausgelésten Produktionseinbriiche gut erkennbar (siehe linke
Spalte in
= Abbildung 2), da das Signal einen hohen SNR aufweist. Flir die Wetterklasse
GUT wurde SNR =10 angenommen.
=  Wetterklasse MITTEL: Bei bewdlktem Wetter nimmt das Signalrauschen zu (siehe
mittlere Spalte in
= Abbildung 2) und damit das SNR ab, wodurch sich die Unterscheidbarkeit von re-
levanten Schwankungen und Signalrauschen verschlechtert. Flr die Wetterklasse
GUT wurde 2 < SNR <10 angenommen.
=  Wetterklasse SCHLECHT: Bei bedecktem Himmel bzw. Nebel kann das SNR bis
nahe 1 und darunter fallen. In diesem Fall kénnen relevante Schwankungen nicht
mehr unterschieden werden. Fir die Wetterklasse SCHLECHT wurde SNR <2
angenommen.

Wetterklasse GUT Wetterklasse MITTEL Wetterklasse SCHLECHT
Wetterlage: wolkenlos / leicht bewdlkt Wetterlage: bewdlkt Wettervorhersage: bedeckt

Wolken: Grosse mittel Wolken: Grosse mittel bis gross Wolken: Wolkendecke

- Eignung zurErkennung: gut -> Eignung zurErkennung: mittel - Eignung zurErkennung: unbrauchbar

Eventlange 4=

Vorhersage wichtig Vorhersage sinnvoll? Vorhersage nicht sinnvoll

Abbildung 2 Drei Wetterklassen.

Anforderungen an die externen Anlagen und deren Messdaten:
Art der Daten:

PV-Produktionsdaten (Wirkleistung oder Spannung), Pyranometer-Daten (Solarstrahlung),
um aus der Zeitreihe eine Vorhersage fiir den Vorhersagestandort zu erstellen

Datenqualitat:

Laut Sampling-Theorem muss die Abtastfrequenz (d.h. die zeitliche Aufldsung) der Daten
mindestens der doppelten maximalen Signalfrequenz entsprechen, um die Erkennung von
entsprechenden Frequenz-Ereignissen garantieren zu kénnen. Fir die zu erkennenden
Produktions-Schwankungen der Lange 2-5 min ergibt sich daraus eine Auflésung (d.h. ei-
ne Lange der Abtastintervalle) von maximal 2.5 min. Um eine gute und zuverlassige Er-
kennung zu erlauben sollten die Abtastintervalle jedoch deutlich kiirzer sein als dieser
Grenzwert. Sie sollten also im Idealfall 1 Minute oder kiirzer sein.
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Standorte:
= Es sollen pro Vorhersagestandort mehrere externe Standorte zu Verfligung stehen. Je
mehr externe Standorte zur Vorhersage zu Verfliigung stehen, desto hoher die zu Erwar-
tende Prognosequalitat, da ein Prognose-Abgleich mehrerer Standorte durchgefihrt wer-
den kann. Mindestens jedoch muss ein externer Standort pro Vorhersagestandort vor-
handen sein, um eine Prognose durchfiihren zu kénnen
= Die Distanz zwischen externem Standort und Vorhersage-Standort soll im Idealfall um die
5 km betragen:
= Bei einer Distanz von 2 km ist bei grossen Windgeschwindigkeiten (Obergrenze
von 60km/h, siehe Anforderungen an die Wetterstationen und deren Messdaten)
die Vorlaufzeit der Prognose kleiner als die minimal angenommene Lange der Ab-
tastintervalle von 2min. Eine Prognose ware in so einem Fall unméglich. Die Dis-
tanz sollte daher deutlich grésser als der Grenzwert von 2km sein. Sie wurde in
diesem Vorhaben mit mindestens 5 km veranschlagt.
= Bei sehr grossen Distanzen ist davon auszugehen, dass die Wolkenmuster auf
dem Weg stark verzerrt werden, und so die Prognosequalitat stark beeintrachtigt
oder unmdglich gemacht wird. Falls namlich die Windrichtung von der Achse ex-
terner Standort > Vorhersagestandort abweicht, kann es vorkommen, dass die
am externen Standort beobachteten Wolkenmuster am Vorhersagestandort gar
nicht ankommen, sondern "daran vorbeifliegen". In diesem Fall ware eine Prog-
nose basierend auf diesem externen Standort unmaéglich. Je grésser die Distanz
zwischen den Standorten, desto mehr schlagt eine Richtungsabweichung zu bu-
che. Basierend auf den durchgefiihrten Tests (siehe Kapitel Evaluation) wurde
folgendes festgestellt:
= Bei der Wetterklasse GUT und bei gunstiger Windrichtung kann bei einer
Distanz von 10 km einer Prognose, welche nur einen externen Standort
benutzt, in ausreichender Qualitat durchgefuhrt werden.
= Fir die Wetterklasse MITTEL kann sich unter denselben Bedingungen ei-
ne mangelhafte Prognosequalitat ergeben.

Weitere Anforderungen:

Um einen akkuraten Vergleich von vorhergesagten und tatsachlichen Produktions-Schwankungen
in der Evaluation des Vorhersagemodells garantieren zu kénnen, muss die Abtastfrequenz an der
Vorhersage-Station mindestens so hoch sein wie die kleinste Abtastfrequenz der externen Mess-
stationen.
Das Verhaltnis

Distanz der Standorte

Windgeschwindigkeit

gibt die Zeit an, die eine Wolke bendtigt, um vom externen Standort zum Vorhersagestandort zu
gelangen. Es kann davon ausgegangen werden, dass bei langen "Flugzeiten" der Wolken, die
Wolkenmuster auf dem Weg zu stark verzerrt werden, um eine brauchbare Prognose zu erlauben.
Fir das vorliegende Vorhaben wurde daher ein Maximalwert von ca. 1 Stunde festgelegt.

Statt (bzw. in Ergédnzung zu) Produktionsmessungen an externen PV-Anlagen kdnnen auch Pyra-
nometer-Messwerte verwendet werden, um vorbeiziehende Wolkenmuster anhand von Produkti-
ons-Schwankungen zu erkennen. Pyranometer sind an vielen Wetterstationen installiert. Solche
Wetterstationen kdnnen als Ersatz fur externe PV-Anlagen herangezogen werden. Die Kiriterien
an Anzahl, Standort, Datenqualitat sind identisch mit denen fir externe PV-Anlagen.

Datenbeschaffung und Evaluation der Anforderungen

Zur Beschaffung geeigneter Daten im Umkreis von ca. 10km von Rheinfelden (Standort des Projektes
VEIiN) wurden zahlreiche Firmen bzw. Institutionen kontaktiert. Die folgende Abbildung 3 zeigt die
externen PV- und Pyranometer-Standorte, sowie Wetterstationen, die daraus folgend dem Projekt zu
Verfligung standen.
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Aufgrund des Jura-Gebirges ist die vorherrschende Windrichtung im Gebiet um Rheinfelden WestOst.
Externe PV-oder Pyranometer-Standorte werden im Vorhersagemodell benutzt, um vorliberziehende
Wolken und damit einhergehende Produktionseinbriiche frihzeitig zu erkennen. Daher mussten ex-
terner Standort und Vorhersagestandort so gewahlt werden, dass sie in dieser Reihenfolge in Wes-
tOst-Richtung ausgerichtet sind. Unter Einbeziehung des Standortes VEIN ist dies nur fir die folgen-
den Standort-Paare (ungefahr) gegeben:

* Rheinfelden &> Schwdrstadt

* Rheinfelden - Windisch

¢ Minchenstein > Rheinfelden

* Frenkendorf - Rheinfelden

Informationen zur Karte verstecken ]

Luftlinie von Rheinfelden:

Schworstadt: 7.5 km Schopfheim aoD
Frenkendorf: 8 km (8317)
Munchenstein: 14 km CEY) Welr
Windisch: 33 km
Meteo Schwdrstadt Idshut
\\\\ Lorrach \l /.
) | st chrischona Meteoschweiz 7,
/ Weil g /‘/ Albbruck 7
F¥am Rhein " r @
Saint-Louis #1)" g - ™ = 2\
e g ™ Richen ? (8 33) < &)

" :
Y anr /J
. Laufenburg o
Birsfelden i

@Y.

Abbildung 3 Standorte von Datenquellen

Zusatzlich muss in oder zwischen diesen Standorten mindestens eine Wetterstation angesiedelt sein,
um tatsachliche aktuelle Windrichtung und Windstarke flr die Vorhersage zu Verfligung zu haben.
¢ Das Paar Rheinfelden - Windisch musste wegen zu grosser Distanz fallen gelassen werden.
(Die Distanz ist mit 33km wesentlich grésser als die in der Anforderungsanalyse maximal zu-
lassigen 10 km).
¢ Das Paar Minchenstein - Rheinfelden musste fallen gelassen werden, da kein Uberlappen-
der Zeitraum flr beide Datenquellen gegeben war.
¢ Das Paar Frenkendorf > Rheinfelden, da keine Pyranometer-Messwerte zu Verfligung stan-
den.

Von den in Abbildung 3 angeflihrten Standorten konnten fir die Studie daher nur folgende Kombinati-
on von Standorten genutzt werden:
* Meteo Schwdrstadt in Schworstadt (als Vorhersage-Standort):
o Datenart: Solarstrahlung [W/mz] (von Pyranometer)
o Auflésung: 5 min
o Genutzter Zeitraum: 01/2012 - 12/2012
* VEIN in Rheinfelden als (externer Standort);
o Datenart: Wirkleistung PV [kW]
o Auflésung: 1 min
o Genutzter Zeitraum: 01/2012 - 12/2012
* Meteo Schwdrstadt in Schworstadt (als Wetterstation):
o Datenart: Windrichtung, Windstarke
o Auflésung: 5 min
o Zeitraum: 01/2012 - 10/2013
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* MeteoSchweiz in Méhlin (als Wetterstation).

o Datenart: Windrichtung, Windstarke
o Auflésung: 10 min
o Zeitraum: 01/2012 - 12/2012

Mit den gegebenen Daten konnten die im vorhergehenden Kapitel angefiihrten Anforderungen nur
teilweise erfiillt werden. Im Folgenden werden diese gelistet und die entsprechenden Konsequenzen
auf die Projektdurchflihrung diskutiert.

Evaluation der Anforderungen an die Wetterstationen und deren Messdaten:
Art der Daten: OK.
Datenqualitat: Eingeschrankt erfiillt.

Die gegebenen Wetterstationen sind Bodenstationen. Die gemessenen Werte von Wind-
richtung und Windstarke mussen nicht mit den tatsachlichen Werten auf Wolkenhdhe
Ubereinstimmen. Bei den durchgefiihrten Tests zeigte sich, dass tagesabhangig Windrich-
tung und —geschwindigkeit teilweise stark schwanken (siehe Kapitel Bestimmung des
Golden Standard).

Standort: OK.

Windrichtung und -geschwindigkeit: Aufgrund der tagesabhéngigen teilweise starken Schwankun-
gen ist eine generelle Aussage nicht méglich (abhéngig von Tag- und Uhrzeit).

Allgemeine Wetterlage: Aufgrund der tagesabhéngigen teilweise starken Schwankungen ist eine
generelle Aussage nicht méglich (abhdngig von Tag- und Uhrzeit).

Evaluation der Anforderungen an die externen PV-Anlagen und deren Messdaten:

Art der Daten: OK.

Datenqualitat: Eingeschrénkt erfiillt.

Keiner der Datensatze weist eine zeitliche Auflésung von kleiner 1 min auf.

Nur der VEIN Datensatz weist eine ausreichende zeitliche Aufldsung von 1 min auf. Ge-
mass dem Kapitel Anforderungsanalyse folgt jedoch aus der 5 min Auflésung des
Schwoérstadt-Datensatzes, dass ein Downsampling des VEIN Datensatzes von 1 min auf 5
min durchgeflihrt werden muss, um die Vergleichbarkeit der Ereignisse an beiden Stand-
orten zu erlauben.

Konsequenzen fiir die Prognose:

Es folgt eine Einbusse in der Qualitdt der Prognose: Je kleiner die Abtastrate, desto kir-
zere Ereignisse kénnen erkannt werden, und desto genauer kdnnen diese erkannt wer-
den. Es ist davon auszugehen, dass mit der gegebenen Abtastrate von 5 min im besten
Fall (d.h. bei Wetterklasse GUT, einer optimalen Windrichtung, optimaler Windgeschwin-
digkeit, sowie optimaler Distanz der Standorte) Schwankungen in einem Zeitfenster von
10 min erkannt werden kénnen. Bei schlechteren Rahmenbedingungen ist davon auszu-
gehen, dass sich dieses Zeitfenster entsprechend vergrossert.

Standorte:

Anzahl Standorte: Eingeschrdnkt erfiillt.
Es steht nur ein Vorhersagestandort zu Verfliigung (namlich Schworstadt). Fur den gege-
benen Vorhersagestandort (Schworstadt) steht nur ein (statt mehrere) externe Standorte
zur Vorhersage zu Verfigung (namlich VEIN in Rheinfelden).
Konsequenzen fiir die Prognose:
= Es folgt eine Einbusse in Anwendbarkeit des Prognosemodells flr das betrachte-
te Szenario, welches auf eine Kombination mehrerer externer Standorte pro Vor-
hersagestandort ausgelegt ist.
= Begrindung: Wenn mehrere externe Standorte zu Verfligung stehen, kann durch
eine Kombination der jeweiligen Informationen die Prognosequalitat erhdht wer-
den. Dies liegt daran, das die Prognosequalitat neben anderen Parametern auch
von der Ubereinstimmung der Windrichtung von der Achse externer Standort 2>
Vorhersagestandort abhangt.
= Die Anwendung des Prognosemodells muss bei nur einem externen Standort
entsprechend auf jene Tage eingeschrankt werden, an welchen die Windrichtung
ungefahr der Achse externer Standort - Vorhersagestandort entspricht.
Distanz zwischen Standorten: OK.
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Evaluation der weiteren Anforderungen:
= Einbezug des Standorts VEIN: OK.
= Ubereinstimmung der Abtastraten: OK.
=  Wurde durch Downsampling der VEiIN-Daten erreicht.
= Verhaltnis Distanz der Standorte zu Wingeschwindigkeit: Keine generelle Aussage mdéglich (ab-
héngig von Tag- und Uhrzeit).

Aufgrund der teilweise starken Einschrankungen an die im vorhergehenden Kapitel genannten Anfor-
derungen war es nicht moéglich, Produktions-Schwankungen mit einer Lange von 2-5 min zu erkennen
bzw. vorherzusagen. Um dennoch das Potential des vorgeschlagenen Anwendungsfalles 1 zu evalu-
ieren, wurde das Zeitfenster der zu erkennenden Produktions-Schwankungen auf ca. 60 min festge-
legt, um Produktionsschwankungen im Bereich von ca 10-40 Minuten zu detektieren. Dieses Zeitfens-
ter ist zwar fir eine Trafosteuerung, mit dem Ziel Trafoschaltungen zu minimieren, nicht relevant. Es
ist jedoch davon auszugehen, dass die Ergebnisse bei einer besseren Datenlage mit einer genaueren
Zeitaufldsung und guter Qualitdt der anderen Informationsquellen auf kirzere Zeitfenster Ubertragen
werden kdnnen.

Da die Grosse des Zeitfensters fiir die Festlegung der Schwellenwerte der Windgeschwindigkeit rele-
vant ist (siehe Anforderungen an die Wetterstationen und deren Messwerte), missen diese neu abge-
schatzt werden: Es ergibt sich fir die Vorhersagestandorte Rheinfelden und Schwdrstadt mit einer
Distanz von 7.5 km und flr ein Zeitfenster von 60 min eine maximal zulassige Windgeschwindigkeit
von nur 7.5 km/h! Bei wesentlich hdheren Windgeschwindigkeiten liegt die Vorlaufzeit fir die Progno-
se deutlich unter 60min. Eine rechtzeitige Erkennung eines relevanten Ereignisses ist in so einem Fall
nicht mdglich.

Bestimmung des Golden Standards

Um die Qualitdt eines Prognosemodells evaluieren und um ein Fehlermodell erstellen zu kénnen,
muss ein Golden Standard auf einem Referenzdatensatz manuell bestimmt werden. In der vorliegen-
den Arbeit wurde dies als Korrelationsanalyse durchgefiihrt. Als Referenzdatensatz wurden die Zeit-
reihen von August 2012 herangezogen.

Die Korrelationsanalyse wurde in drei Schritten durchgefihrt:
1) Die variablen externen Informationen

* allgemeinen Wetterlage,

e Windrichtung,

*  Windgeschwindigkeit

wurden entsprechend ihrer Brauchbarkeit flr eine Prognose in je drei Klassen eingeteilt:

* Allgemeinen Wetterlage:
Wetterklassen {GUT, MITTEL, SCHLECHT) siehe Abbildung 2 und Erlduterungen dazu im
Kapitel Anforderungsanalyse.

e Windrichtung:
Richtungsklassen {PASSEND, UNPASSEND}. Hierbei wurde ein Band von £22.5° um die
Achsenrichtung Rheinfelden > Schwérstadt als PASSEND veranschlagt, alle anderen Wind-
richtungen wurden der Kategorie UNPASSEND zugeordnet. Abbildung 4 illustriert die zwei
Windrichtungsklassen anhand der Beispieltage 04.08.2012 und 05.08.2012. Hierbei bezeich-
net SW aus Richtung SidWest kommenden Wind, was der Achsenrichtung Rheinfelden ->
Schworstadt ungefahr entspricht. Es ist in der Abbildung zu erkennen, dass an den beiden
Beispieltagen die Windrichtung nur am 04.08. zwischen 09:00 und 21:00 als PASSEND klassi-
fiziert werden kann.

e Windgeschwindigkeit:
Geschwindigkeitsklassen {PASSEND, UNPASSEND}. Abbildung 5 illustriert ein Beispiel fur
die in diesem Projekt behandelten Standorte Rheinfelden und Schwoérstadt an den Tagen
04.08.2012 und 05.08.2012. Wahrend die Breite der Windrichtungsklasse PASSEND unab-
hangig von weiteren Parametern gewahlt werden kann, muss hier die Breite der Kategorie
PASSEND in Abhangig von
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o der Distanz der beiden Standorte, sowie

o der Grosse des als relevant spezifizierten Zeitfensters von Amplitudenschwankungen
festgelegt werden: Wie im Kapitel Anforderungsanalyse dargelegt, soll namlich folgendes gel-
ten:

o Das Verhaltnis von Distanz der Standorte zur Windgeschwindigkeit soll nicht wesent-
lich mehr als 1 Stunde betragen. Bei den gegebenen Standorten Rheinfelden und
Schwérstadt mit einer Distanz von 7.5 km sollte die Windgeschwindigkeit die Marke
von 7.5 km/h also nicht stark unterschreiten.

o Gleichzeitig soll die Windgeschwindigkeit bei den gegebenen Standorten Rheinfelden
und Schworstadt die Obergrenze von 7.5 km/h auch nicht stark dberschreiten, da
sonst die "Flugzeit" der Wolken - und damit die Vorlaufzeit der Prognose - unter die
Lange der zu erkennenden relevanten Amplitudenabweichungen fallen wirde und ei-
ne Prognose somit unmdéglich machen wiirde.

Es wurde daher im gegebenen Fall fir die Windgeschwindigkeitskategorie PASSEND ein
Band von =1.5km/h festgelegt (siehe Abbildung 5). Diese Bandbreite ist sehr klein und
ergibt daher eine unglnstige Ausgangslage fir die Korrelationsanalyse.

2) Es wurde die Ubereinstimmung der PV- bzw. Pyranometer-Zeitreihen am externen Standort und
am Vorhersagestandort verglichen und wiederum in drei Klassen, {GUT, MITTEL, SCHLECHT},
eingeteilt. Eine gute Ubereinstimmung bedeutet dabei, dass die von den voriiberziehenden Wol-
ken erzeugten Muster von Produktions-Schwankungen im Vorhersagestandort den im externen
Standort beobachteten Produktions-Schwankungsmustern sehr ahnlich sind. Eine Vorhersage ist
somit méglich. Je besser diese Ubereinstimmung, umso héher die zu erwartende Qualitat der

Prognose.
I | UNPASSEND
| | N/ :
|| VI ]ﬂ Il
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Abbildung 4. Die zwei Windrichtungsklassen fur die Standorte
Rheinfelden und Schworstadt.
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Abbildung 5. Die zwei Windgeschwindigkeitsklassen fiir die Standorte
Rheinfelden und Schworstadt.

3) Es wurde flr den angegebenen Referenzdatensatz von August 2012 manuell evaluiert, welche
Kategorien externer Informationen mit der Ubereinstimmungsklasse GUT korrelieren.

Als Ergebnis der Korrelationsanalyse konnte eine aussagekraftige Korrelation nur fir sehr wenigen
Tage festgestellt werden. Es konnte insbesondere festgestellt werden, dass Zeiten mit UNPASSEN-
DEN Windrichtungs- und Windgeschwindigkeitswerten oftmals trotzdem eine sehr gute Ubereinstim-
mung der Zeitreihen am externen Standort und am Vorhersagestandort aufweisen. Diese Ergebnisse
suggerieren, dass die Windrichtungs- und Windgeschwindigkeits-Messungen an der Bodenstation
Schwérstadt tatsachlich massiv von den tatsachlichen Werten in Wolkenhdhe abweichen.

Als Konsequenz fur das Prognosemodell ergibt sich daraus, dass diese auf Tage mit optimalen Be-
dingungen eingeschrankt werden muss, um eine aussagekraftige Evaluation zu erlauben.
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Mathematische Methoden und Werkzeuge

Laut dem Kapitel Szenario und Abgrenzung koénnen fur die Trafoschaltung relevante Signal-
Schwankungen durch zwei Eigenschaften charakterisiert werden:
1. Die Stérke der Abweichungen der Amplitude vom Signal-Mittelwert muss signifikant sein;
Um die Stdrke der Amplitudenabweichung gefundener Ereignisse feststellen zu kénnen wird
ein simpler Schwellenwert-Test durchgefihrt.
2. Sie mussen eine bestimmte, festgelegte Dauer haben.
Amplitudenabweichungen mit fester Dauer kbnnen als Frequenz-Ereignisse in der Zeitreihe
aufgefasst werden, wobei der Frequenz des Ereignisses der Kehrwert der Dauer der Amplitu-
denabweichung entspricht. Das Ubliche Werkzeug zur Erkennung solcher Frequenzereignis-
sen in einem Signal ist die Fourier-Analyse. Diese hat allerdings den Nachteil, dass Frequen-
zereignisse nicht in der Zeitachse lokalisiert werden kénnen. Abhilfe schafft die Wavelet-
Analyse, welche diese Mdglichkeit bietet. Als primares mathematisches Werkzeug zur Erken-
nung von relevanten Schwankungsmustern in den PV-Produktionsdaten bzw. Pyranometer-
Daten wurden daher Wavelets ausgewahlt.
Als Alternative zur Wavelet-Analyse — und um die Qualitdt der Wavelet-Analyse zu bewerten — wurde
noch ein zweites Verfahren zur Erkennung relevanter Signalschwankungen evaluiert: ein reines
Schwellenwert-Verfahren ohne Wavelet-Analyse fir die Bestimmung der Dauer der Signalschwan-
kungen. Es zeigte sich aber, dass Frequenzereignisse nicht unabhangig vom lokalen Amplituden-
Mittelwert bestimmt werden kénnen. Verschachtelte Frequenzereignisse kénnen unter Umstanden
nicht erkannt werden.

a) b) C) d)
t - t - t - t -
Signal
Schwellwert
Schwankung Schwankung Schwankung
zu kurz wird erkannt ZU gross

Verschachtelte
Schwankung
wird nicht erkannt

Abbildung 6 Verschiedene Signalschwankungen

Abbildung 6 diskutiert die Dauer von relevanten Signalschwankungen in Bezug auf eine reine Schwel-
lenwertanalyse. Die Dauer einer Signalschwankung fiir die Dauer der Unterschreitung des Schwell-
werts ermittelt. Der Fall b) zeigt die Signalschwankung, die es zu bestimmen geht. Im Fall a) ist eine
zu kurze Signalschwankung abgebildet. Aufgrund der Annahme einer verzdgerten Trafoschaltung
sollen Signalschwankung von einer zu kurzen Dauer ignoriert werden. Fall c) stellt eine zu lange Sig-
nalschwankung dar. In diesem Fall ist eine Trafoschaltung nicht zu vermeiden; solche Signalschwan-
kungen brauchen nicht detektiert werden.

Fall d) stellt eine Mischung aus den vorigen Fallen zusammen. Konkret wird eine lang-laufende Sig-
nalschwankung von einer kurzfristigeren Uberlagert. Dieser Fall tritt vergleichsweise haufig auf. Er
zeigt aber auch die Schwache einer reinen Schwellwert-Analyse: die kurzlaufigere Signalschwankung
kann aufgrund der Uberlagerung nicht erkannt werden. Auch eine Anpassung des Schwellwerts ist
praktisch nicht moglich, da alle Varianten von Fall d) nicht durch einen einzigen Schwellwert behandelt
werden konnen. Hier zeigt sich die Starke der ersten Wavelet-Analysemethode, welche ohne vordefi-
nierte, fixe Schwellwerte auskommt.
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Zwei Methoden zur Erkennung von relevanten Produktionsschwan-

kungen
Zur Erkennung von relevanten Produktionsschwankungen an einem PV-oder Pyranometerstandort
wurden zwei Methoden entwickelt:

Methode 1: Reine Schwellenwertmethode

Bei der reinen Schwellenwertmethode werden Anderungen der Signal-Amplituden verzeichnet, welche
einen festgelegten Schwellenwert unter- oder Uberschreiten. Relevante Ereignisse sind Signal-
schwankungen, in welchen der Schwellenwert flir das festgelegte Zeitfenster durchgehend unter- oder
Uberschritten wird (siehe Kapitel Ziel der Arbeit). Im vorliegenden Fall mussten nur Unterschreitungen
betrachtet werden, da die Zeitreihe aufgrund der Residiumsbildung (siehe unten) ausschliesslich ne-
gative Werte aufweisen konnte.

Unterschreitungen des Schwellenwertes werden herausgefiltert, welche signifikant langer oder signifi-
kant kirrzer als das festgelegte Zeitfenster sind. Klrzere Unterschreitungen sind nicht relevant; lange-
re Zeitfenster sind nicht aussagekraftig fir die Beeinflussung der Trafoschaltung.

1. Residuumsbildung:

* Fir den betreffenden Tag und Standort berechne die zu erwartende extraterrestrische So-
larstrahlung flr diesen Tag (durchgehende rote Linie in Abbildung 7). Diese entspricht der
zu erwartenden maximale Sonneneinstrahlung (Cayless et. al., 1996). Sie ist abhangig
vom

* geographischen Standort;
* Tag des Jahres.

e Skaliere die extraterrestrische Solarstrahlung entsprechend den PV- Pyranometer-
Messungen.

¢ Bilde das Residuum, d.h. die Differenz, von extraterrestrische Solarstrahlung und gemes-
senen Einstrahlungswerten von Sonnenaufgang bis zur aktuellen Uhrzeit. Aktualisiere die
resultierende Zeitreihe alle x min, wobei x der Lange der Abtastintervalle (zeitliche Aufl6-
sung) am betreffenden Standort entspricht.

2. Glattung:

e Um den Verzdgerungseffekt der Trafoschaltung zu simulieren, glatte die resultierende
Zeitreihe mithilfe von gleitender Mittelwertbildung3. Hierbei entspricht das Zeitfenster des
gleitenden Mittelwerts der Verzégerung der Trafoschaltung einer konkreten Transforma-
tors. Durch die Glattung wird das Signalrauschen entfernt. Die resultierende Zeitreihe ist
die Zeitreihe nach welcher eine Trafoschaltung effektiv erfolgt. Nicht entfernt werden da-
bei Amplituden-Schwankungen mit grésseren Wellenlangen. Solche Schwankungen gel-
ten evtl. jedoch immer noch als Hintergrundrauschen flir das interessierende Signal der
relevanten Amplitudenschwankungen (gemass Kapitel Anforderungsanalyse), sofern sie
kleiner als das interessierende Zeitfenster der relevanten Amplitudenschwankungen sind.

3. Schwellenwertbildung:

* Lege einen Schwellenwert fest (gestrichelte rote Linie in Abbildung 7). Der Schwellenwert
legt fest, welche Hbhe einer Amplitudenschwankung als relevant eingestuft wird (vgl. Ka-
pitel Szenario und Abgrenzung): Bei einem Schwellenwert von x% der extraterrestrischen
Solarstrahlung ergibt sich eine Amplitudenabweichung als signifikant, wenn sie grésser
als (100-x)% betragt (vgl. Abb. 7).

* Markiere alle Zeitpunkte, in welchen der Schwellenwert unterschritten wurde.

4. Intervallbildung
e Aggregiere alle markierten Zeitpunkte zu Intervallen auf der Zeitachse.

3 Statt dem gleitenden Mittelwert kann als Glattungsmethode auch Wavelet denoising benutzt werden. Wavelet denoising hat gegeniber dem
gleitenden Mittelwert den Vorteil, dass beim Entfernen von zu hohen Frequenzen (d.h. von Signalrauschen) in einem Schritt gleichzeitig auch zu
tiefe Freugenzen entfernt werden kénnen, was den Filterungs-Schritt (Schritt 5) obsolet macht. Beim Wavelet Denoising benutze als zugrundelie-
gendes Mother-Wavelet das db5-Wavelet (Fugal et. al., 2009). Wahle die Tragerbreite so, dass sie der breite des Zeitfensters eines gleitenden
Mittelwertes entspricht.
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5. Filterung:
¢ Filtere die erhaltenen Intervalle nach ihrer Lange. Dabei werden nur solche Intervalle bei-
behalten, deren Lange dem relevanten Zeitfenster gemass Kapitel Anforderungsanalyse
entsprechen.

Ergebnis der reinen Schwellenwertmethode ist eine Liste von Zeitintervallen, in welchen eine relevan-
te Amplitudenanderungen (d.h. eine Amplitudenanderung mit festgelegter Dauer und Starke) festge-
stellt wurden. Die Berechnung der Intervalle muss alle x Minuten fir die letzten n-x Minuten aktuali-
siert werden. Hierbei ist x die Lange der Abtastintervalle des Signals und n-x mindestens so gross
wie das Zeitfenster der gesuchten Amplitudenschwankungen (siehe Abbildung 7).

Abbildung 7. Erkannte Zeitintervalle (blaue Markierungen auf der x-Achse)

Die reine Schwellenwertmethode hat den Nachteil, dass nicht alle relevanten Amplitudenabweichun-
gen einer bestimmten Dauer mithilfe eines festgelegten Schwellenwertes erkannt werden kénnen. Als
Alternative wurde die Waveletmethode getestet, welche relevante Amplitudenabweichungen unab-
hangig von einem konkreten Schwellenwert nur aufgrund der Wellenform erkennt. Die Waveletmetho-
de bietet zusatzlich noch die folgenden zwei Vorteile:
e Eine Residuumsbildung ist nicht erforderlich:
Das Frequenz-Spektrum des Signals wird bei der Waveletmethode in eine Approximations-
Ebene (approximation level, niedrigste Signalfrequenz, (Broughton et. al., 2009)) und mehrere
Detail-Ebenen (detail-levels) aufgeteilt, wobei im vorliegenden Anwendungsfall in der Regel
nur eine der Detail-Ebenen fur die Wavelet-Analyse relevant ist. Dadurch wird die niedrigste
Signalfrequenz automatisch entfernt, was die Residuumsbildung der reinen Schwellenwertme-
thode ersetzt.
* Eine Signalgléattung ist nicht erforderlich:
Da bei der Waveletmethode in der Regel nur eine einzige Detail-Ebene der Analyse benutzt
wird, werden zu kleine und zu grosse Frequenzereignisse in Form der Approximations-Ebene
und der nicht relevanten Detail-Ebenen automatisch entfernt.

Methode 2: Waveletmethode

Bei der Methode 2 wird eine Wavelet-Analyse (siehe z.B. (Broughton et. al., 2009; Fugal et. al., 2009;
Bani, 2005)) auf dem Signal durchgefihrt und relevante Frequenzereignisse (d.h. Amplitudenande-
rungen einer bestimmten Dauer) markiert. Relevante Amplitudenadnderungen (d.h. Amplitudenande-
rungen einer bestimmten Dauer und einer bestimmten Starke) werden dann durch einen Schwellen-
wert-Test an den Wavelet-Koeffizienten der relevanten Detail-Ebene herausgefiltert .

1. Wavelet-Analyse:
Fuhre flr den betreffenden Tag und Standort eine Wavelet-Analyse (WA) mit folgenden Parame-
tern durch:
* Art der Wavelet-Analyse: stationér.
Die stationare WA ist eine Weitererntwicklung der nicht-stationaren WA und ist im Gegensatz
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zu dieser invariant gegeniber Zeitverschiebungen. Diese Eigenschaft ist essentiell, um ein ro-
bustes Verfahren zu garantieren. Die stationare WA kann nur mit orthogonalen wavelets
durchgefiihrt werden.

e Mutter-Wavelet: sym5 (Symlet der Ordnung 5).
Die Form des sym5-Wavelet spiegelt die Form der gesuchten Amplitudenschwankungen wie-
der und ist daher fir die Erkennung relevanter Frequenzereignisse geeignet (Fugal et. al.,
2009; vergl. auch Abbildung 8). Durchgefihrte Tests mit anderen Mutter-Wavelets (Haar-
Serie, Debuchet-Serie, und Symlet-Serie anderer Ordnungszahen) haben das bestatigt. Das
sym5-Mother-Wavelet hat eine Tragerbreite von 9 Samples. sym5 ist orthogonal.

* Anzahl der Analyse-Ebenen: = 5.
Die Anzahl der Analyse-Ebenen wird durch die Signallange nach oben beschrankt. Je grésser
die Anzahl der Analyse-Ebenen, desto grésser die betrachteten Intervall-Langen. Bei der vor-
liegenden zeitlichen Auflésung des Signals von 5min (siehe Kapitel Datenanalyse und Evalua-
tion der Anforderungen) ergibt sich fir eine Zeitreihe von 1 Tag (24 h = 1440 min) eine Lange
des gesampelten Signals von 71440/5=288 Samples. Fur das sym5 Wavelet mit Tragerbreite 9
ergibt sich daraus eine maximal mégliche Anzahl von WA-Ebenen von log,(288/9)=5 4. Die
maximale Anzahl der Ebenen ist grosser als 5, falls eine hdhere zeitliche Auflésung als 5 min
gegeben ist.

Resultat der WA ist eine Zeitreihe von Wavelet-Koeffizienten pro Level.

wavelet: symb

1 T T T T T T T
0 ‘\/

1 1 1 1 1 1 1 1

0 1 2 3 4 5 6 7 8 9

Abbildung 8. Symlet der Ordnung 5

Bestimmung der relevanten Analyse-Ebene:

Wavelet-Algorithmen teilen das Frequenz-Spektrum des Signals in eine Approximations-Ebene
und mehrere Detail-Ebenen. Dazu wird das Mutter-Wavelet in diskreten Schritten, namlich in Po-
tenzen von 2, skaliert und ahnlich einer Faltungsoperation mit dem Signal verrechnet. Die folgen-
de Logarithmus-Formel berechnet die fiir die Analyse relebante Detail-Ebene L, welche dem ge-
suchten Frequenzereignis (d.h. der relevanten Amplitudenabweichung) am besten entspricht. Da-
bei wird aufgerundet (nicht abgerundet), um sicherzustellen, dass das WA-Zeitfenster das gesuch-
te Frequenzereignis Uberdeckt:

L:=[log,[t/(s-r)]+1] (1.1)

Hierbei ist
t ... Lange des Zeitfensters von relevanten Amplitudenabweichungen in Minuten,
S ... Tragerbriete des Mutter-Wavelets in Anzahl Samples (fir sym5: s=9),
r ... Lange der Samplingintervalle des Signals in Minuten,
|"| ... Rundung auf die nachst héhere ganze Zahl.

Der Term "+1" in Formel (1.1) kommt daher, dass die Zahlung der Detail-Ebenen per Konvention
mit 1 beginnt, wahrend die "zugehdhrige 2er-Potenz" 2% ist, diese Zahlung also bei 0 beginnt.
Wegen der notwendigen Rundung auf diskrete Werte entspricht die tatsachliche Breite F des ska-
lierten Wavelet-Fensters im Allgemeinen nicht genau der Fensterbreite t des gesuchten Frequen-
zereignisses. Die tatsachliche Breite F des WA-Fensters auf level L lasst sich umgekehrt aus
Formel (1.1) durch Weglassung der Rundung folgendermassen riickbestimmen:

4 Die Ebenen der diskreten WA werden durch Skalieren in beiden Dimensionen (Zeit und Amplitude) des Mutterwavelets er-
zeugt, wobei in jedem Skalierungsschritt dupliziert wird (Multiplikation mit 2). Daraus folgt die hier verwendete Formel.
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F=s-r-2"" [min] (1.2)

Fir die Erkennung von relevanten Amplitudenschwankungen ist innerhalb des sym5 Wavelets
(siehe Abbildung 8) effektiv nur die Schwankungs-Struktur zwischen Stitzstelle 2 und 6 aus-
schlaggebend. Daher wurde flr die Berechnung des relevanten Analyselevels nicht die volle Tra-
gerbreite des sym5-Wavelets von s=9 herangezogen, sondern eine effektive Tragerbreite von
Seff:3.

Bei der Aufteilung des Signals in Frequenzbander gilt eine Unscharferelation (Broughton et. al.,
2009): Je besser die Frequenz-Auflésung des gesuchten Ereignisses (d.h. je kirzer das gesuchte
Zeitfenster t), desto schlechter die Zeitauflésung des WA-Fensters (d.h. desto grésser wird L und
damit F), und umgekehrt. Je kleiner die Zeitauflésung, desto breiter ist also das Zeitfenster, in
welchem ein Ereignis gefunden werden kann. Beispielsweise ergeben sich bei einer fixen Trager-
breite von s=9 (sym5 Wavelet) und einer fixen Signal-Aufldsung von r=60 sec folgende Werte von
L und F:

e Lange des gesuchten Ereignisses t =5 min: L= 1, F= 9 min

e Lange des gesuchten Ereignisses t = 15 min: L= 2, F= 18 min
e Lange des gesuchten Ereignisses t = 30 min: L= 3, F=36 min
* Lange des gesuchten Ereignisses t = 60 min: L= 4, F=72 min

Die héchstmdégliche Frequenzauflosung (d.h. kirzestmégliche Dauer) eines gesuchten Ereignis-
ses wird bei fester Tragerbreite von der Signalauflésung begrenzt. Beispielsweise ergeben sich
nach Formel (1.1) und (1.2) fir eine gesuchte Ereignisdauer von t = 5 min bei einer fixen Trager-
breite von s = 9 (sym5 Wavelet) folgende Werte fir L und F:

« Signal-Auflésung r=60 sec: L =1, F =9min.
* Signal-Auflésung r=30sec: L =2, F =9min.
» Signal-Auflésung r=10sec: L =3,F =6min.
* Signal-Auflésung r=5sec: L =4,F =6min.
* Signal-Auflésung r=1sec: L=6,F =5min.

Da L=1 das kleinstmogliche Wavelet-Level ist, ist in diesem konkreten Fall (t = 5 min, s = 9) eine
Signal-Auflédsung von 1 min oder héher erforderlich.

3. Bestimmung der relevanten Zeitpunkte:

* Lege einen Schwellenwert Sk flr den Koeffizienten-Ausschlag fest.

* Berechne den Absolutbetrag der Koeffizienten-Zeitreihe auf Level L. Resultat ist eine

nichtnegative Zeitreihe L'.

¢ Finde alle lokalen Maxima von L', welche den Schwellenwert Sk Giberschreiten.

* Markiere die zugehdrigen Zeitintervalle.
Ergebnis der Waveletmethode ist eine Liste von Zeitintervallen, in welchen eine relevante Amplitude-
nanderungen (d.h. eine Amplitudenanderung mit festgelegter Dauer und Starke) festgestellt wurden.
Genauso wie in der reinen Schwellenwertmethode muss auch hier die Berechnung der Intervalle alle x
Minuten fur die letzten n - x Minuten aktualisiert werden.

Prognose- & Fehlermodelle

Das Prognosemodell fir den Anwendungsfall 1 setzt sich aus 2 Teil-Modellen zusammen:

1. Das sogenannte "Simple Model" beschreibt die automatisierte Ableitung einer Prognose von
Intervallen relevanter Amplituden-Schwankungen flir den Vorhersagestandort in Abhangigkeit
von einem externen PV- oder Pyranometer-Standort, sowie einer Wetterstation mit Windge-
schwindigkeits- und Windrichtungs-Messungen.

2. Das sogennante "Complex Model" beschreibt die Prognose von Intervallen relevanter
Amplituden-Schwankungen fir den Vorhersagestandort in Abhangigkeit von mehreren exter-
nen PV- und Pyranometer-Standorten sowie mehreren Wetterstation.
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In der vorliegenden Vorstudie konnte aufgrund fehlender Alternativen zum externen PV-Standort
Rheinfelden nur das "Simple Model" ausgearbeitet und evaluiert werden (siehe die Kapitel Korrelation
mit externen Ereignissen und Evaluation). Im Folgenden werden dennoch beide Teil-Modelle be-
schrieben.

"Simple Model":

Gegeben:
o Ein externer Standort, ein Vorhersagestandort, deren Datenqualitat.
o Eine Wetterstation, deren Datenqualitat.
o Klassifikations-Systeme fur
= allgemeinen Wetterlage,
= Windgeschwindigkeit und
=  Windrichtung.
Daraus verfligbare externe Informationen:
Windrichtung,
Windstarke,
allgemeine Wetterlage,
PV- oder Pyranimeter-Messwerte,
Distanz zwischen externem Standort und Vorhersagestandort
Die Messwerte sind jeweils die des aktuellen Tages bis zur aktuellen Uhrzeit.
Prognose:
o Schritt 1 - Ereigniserkennung:
Mit Hilfe der "reinen Schwellenwertmethode" bzw. der "Wavelet-Methode" wird aus den Pro-
duktionsdaten des externen Standorts alle x Minuten eine Liste von Zeitintervallen generiert,
welche jeweils relevante Amplitudenschwankungen anzeigen.
o Schritt 2 - Test auf Anwendbarkeit:
Mit Hilfe der Klassifizierung der aktuell verfligbaren Wetterdaten, teste ob die eine Prognose
Uberhaupt sinnvoll ist. Dieser Schritt ist notwendig, um eine brauchbare Prognosequalitat zu
garantieren.

O O O O O

Wenn  (allg. Wetterlage = GUT oder MITTEL)
UND (Windgeschwindigkeit MITTEL)
UND (Windrichtung PASSEND)
dann
Prognose-Algorithmus anwendbar
sonst
Prognose-Algorithmus nicht anwendbar.

o Schritt 3 - Prognose- Algorithmus:

Wenn
Prognose-Algorithmus anwendbar
dann
Ereignisintervall.ExternerStandort + Verzogerungszeit
Amplitudenausschlag.VorhersageStandort =
K - Amplitudenausschlag.ExternerStandort

Fehlerabschatzung:

Mit Hilfe der Ergebnisse einer Korrelationsanalyse (siehe Kapitel Bestimmung des Golden Stan-
dards) kann eine grobe Fehlerabschatzung durchgefiihrt werden. Dabei kann die Ubereinstim-
mungsklasse {GUT} als qualitatives (im konkreten Fall binares) Korrelationsmass angesehen wer-
den, welches die Korrelation, d.h. Ubereinstimmung, der Zeitreihen in Quelle und Ziel misst. Ent-
sprechend ist deren Komplement - die Ubereinstimmungsklassen {MITTEL, SCHLECHT} ein Feh-
lermass, welches die Abweichung von deren Ubereinstimmung misst.
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Falls das Prognosemodell positiv evaluiert werden kann (d.h. falls es den Golden Standard erfillt),
kann also davon ausgegangen werden, dass die Prognosequalitdt GUT ist. D.h. dass die Progno-
se eines relevanten Ereignisses im Regelfall nicht starker von den tatsachlich eintretenden Ereig-
nissen abweicht als es von der Ubereinstimmungsklasse GUT zugelassen wird. Falls das Progno-
semodell nicht positiv evaluiert werden kann, muss das Prognosemodell Uberarbeitet werden. Fall
das keine besseren Ergebnisse liefert, miissen die Schwellenwerte fiir die Ubereinstimmungs-
klassen grober festgelegt werden, was einer schlechteren Prognosequalitat entspricht.

Falls eine bessere Datenlage es zulasst, kann das qualitative Fehlermodell quantifiziert werden,
indem bei der Bestimmung des Golden Standards satt den qualitativen Ubereinstimmungsklassen
{GUT, MITTEL, SCHLECHT} eine quantitative Skala benutzt wird.

"Complex Model":

Da ein "Complex Model" im Rahmen der Vorstudie aufgrund der mangelhaften Datenlage nicht durch-
fuhrbar war, wird im Folgenden nur das Prinzip erlautert:

Voraussetzung fur die Anwendung des Complex Model ist das Vorhandensein mehrerer valider exter-
ner Standorte flr den interessierenden Vorhersagestandort, zusammen mit entsprechenden Wetter-
stationen. Fur jeden externen Standort wir pro Zeititeration mit Hilfe des Simple Model eine Prognose,
sowie eine Fehlerabschatzung fir den Vorhersagestandort berechnet. Basierend auf der Distanz der
jeweiligen externen Standorte vom Vorhersagestandort, sowie den aktuellen Daten flir Windge-
schwindigkeit und Windrichtung wird eine Fehlerabschatzung der jeweiligen Prognose-Ergebnisse
durchgefiihrt. Die Prognose mit der héchsten Qualitat wird als tatsachliche Prognose verwendet. Al-
ternativ dazu kénnen die Ergebnisse der einzelnen Prognosen mittels statistischer Verfahren korreliert
werden, um eine noch héhere Prognosequalitat zu erreichen. Abbildung 9 illustriert dieses Verfahren
beispielhaft anhand der externen Standorte Miinchenstein und Frenkendorf, zusammen mit dem Vor-
hersagestandort Rheinfelden. Diese Standorte sind in Realitat allerdings nicht nutzbar, da sie die not-
wendigen Anforderungen nicht erflllen.

Informationen zur Karte verstecken |}
ouse
@ Luftlinie von Rheinfelden: |
Schworstadt: 7.5
e n
n m

1) Wahle den besten Match,
basierend auf den
Fehlermassen;

2) nitze die Informationen aus
der anderen Datenquelle, um
das FehlermaR zu senken.

Abbildung 9. Beispiel fiir die Anwendung des Complex Model.

Evaluation

Aufgrund der mangelhaften Datenlage konnte in dieser Vorstudie ausschliesslich das Prognosemodell
"Simple Model" evaluiert werden. Dazu wurden historische Daten im Zeitraum 01.-31. August 2012
von den Standorten Rheinfelden und Schwérstadt herangezogen. Es wurden nur jene Tage betrach-
tet, welche im Golden Standard mit einer Ubereinstimmungsklasse von GUT oder MITTEL bewertet
wurden. Die Evaluation wurde fur beide Erkennungsmethoden (reine Schwellenwertmethode und Wa-
veletmethode) durchgefiihrt.
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Vorgehen:

In beiden Datensatzen wurde eine Ereigniserkennung mittels reiner Schwellenwertmethode
bzw. mittels Waveletmethode durchgefiihrt.

Pro Tag wurde die daraus resultierende Liste an Ereignis-Intervallen des externen Standorts
(Rheinfelden) gemass dem Simple Model um die jeweils herrschende Verzdgerungszeit in die
Zukunft vorverschoben. Zur Berechnung der Verzégerungszeit wirde bei guter Datenlage die
jeweils gemessene Windgeschwindigkeit herangezogen werden. Da aber drastische Abwei-
chungen der in der Bodenstation Schworstadt gemessenen Windgeschwindigkeiten von den
manuell bestimmten Verzégerungszeiten zwischen Rheinfelden und Schwoérstadt festgestellt
wurden (siehe Kapitel Bestimmung des Golden Standard), wurden flr die Evaluation die ma-
nuell bestimmten Werte herangezogen.

Die mit Hilfe des externen Standorts vorhergesagten Ereignisintervalle wurden mit der Liste
der Ereignisintervalle des Vorhersagestandorts korreliert und mit Hilfe von Ahnlichkeitsmas-
sen ausgewertet (siehe Abbildung 10).
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Abbildung 10. Vorgehen zur Evaluation der reinen Schwellenwertmethode.

Evaluation der reinen Schwellenwertmethode:

Fur die Evaluation wurden historische Daten verwendet und diese je Tag ausgewertet. Es konnten nur
wenige, als Golden Standard bestimmte, Tage herangezogen werden. Es wurden Tage mit der Uber-
einstimmungsklasse GUT und MITTEL ausgewertet. Die jeweiligen Windrichtungs- und Windge-
schwindigkeitskategorien wurden nur teilweise in Betracht gezogen, da diese aufgrund der schwer
oder nicht interpretierbaren Bodenmessungen in vielen Féllen zu stark von den Werten der Uberein-
stimmungsklassen abwichen. Im Folgenden werden beispielhaft zwei einzelne Tage und deren Aus-
wertungen aufgezeigt. Zur Evaluation wurden folgende Vergleichsmasse benutzt:

Prozentsatz der korrekten Vorhersagen:

#Vorhergesagte Ereignisse

# Eingetretene Ereignisse

Prozentsatz der "false positives". Ein "false positive" ist die Vorhersage eines Ereignisses, das
nicht eingetreten ist:

|# Vorhergesagte Ereignisse—# Eingetretene Ereignisse

#Vorhergesagte Ereignisse
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* Prozentsatz der "false negatives". Ein "false negatives " ist ein Ereignisses, das nicht vorherge-

sagt wurde:
|# Vorhergesagte Ereignisse — # Eingetretene Ereignisse|
# Eingetretene Ereignisse
Als "Ereignis" wird dabei eine relevante Amplitudenabweichung bezeichnet, || bezeichnet den Abso-
lutbetrag.

Datum:23.08.2012

Wetterklasse: GUT

Ubereinstimmungsklasse: MITTEL

Maximale extraterrestrische Solarstrahlung: 42kW
Schwellenwert: 50% (20kW)

Vorlaufzeit: 10min

Relevantes Zeitfenster: >60min

Erldauterung der Parameter:

* Wetterklasse: Die ausgezeichnete allgemeine Wetterlage mit einem sehr klaren Himmel erlaubt
eine klare Abgrenzung von voruberziehenden Wolken und damit einhergehenden Produktionsein-
briichen (siehe bspw. den Produktionseinbruch um 14:30 in Abbildung 11) woraus sich eine Ein-
ordnung in die Wetterklasse GUT ergibt.

»  Ubereinstimmungsklasse: Um die Ubereinstimmungsklasse festzulegen wurden die Zeitreihen am
zur Vorhersage genutzen externen Standort Rheinfelden und am Vorhersagestandort Schwoérstadt
visuell verglichen: Abbildung 11 zeigt in blau den um 10 in in die zukuftverschobenen Produkti-
onsverlauf in Rheinfelden und in grin den Produktionsverlauf in Schwoérstadt. Beide stimmen teil-
weise Uberein, weisen aber auch grésseren Abweichungen auf (bspw. um ca. 11:00 und um ca.
18:00), woraus die Wetterklasse MITTEL abgeleitet wurde.

Event Predicton and Validation
T T T

50

T T
Rheinfelden data (shifted by +2 measurements for prediction)
scaled Schwirstadt data

denoised Rheinfelden residual (shifted for prediction)

Correctly pred\cled events (red/green). 1&0 %.
False positives ((blue-green)/blue): 8 %.
False negatives ((green-blue/green)) 0 %.

w0

denoised Schworstadt residual
error threshold

m— cvent prediction (V)

m— gyents in actual measurements(S) H
—overlap

20+~

20
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| | | | | | |
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Abbildung 11. Evaluation fiir den 23.08.2012
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*  Vorlaufzeijt: Die Vorlaufzeit von 10 min wurde durch einen visuellen Vergleich der in die Zukunft
verschobenen Zeitreihe aus Rheinfelden mit der Zeitreihe aus Schworstadt auf 10min geschatzt

e Schwellenwert. Im obigen Beispiel wurde ein Schwellenwert von 20kW gewahlt.

* Relevantes Zeitfenster: Wie in Abschnitt 'Zwei Methoden zur Erkennung von relevanten Produkti-
onsschwankungen' erlautert, wurde aufgrund der eingeschrankt brauchbaren Datenlage die Breite
von zu erkennenden Freugenzereignissen bzw. Amplitudenschwankungen auf 60min festgelegt.

Evaluationsergebnis:

Am Vorhersagestandort Schworstadt hat am betreffenden Tag nur ein einziger signifikanter Pro-

duktionseinbruch stattgefunden (d.h. ein Produktionseinbruch mit einer Lange von ca. 60min und

einer Amplitudenschwankung von mehr als 20kW), namlich im Zeitintervall um ca. 14:30 (griner

Graph in Abbildung 11 entsprechendes Ereignis ist fett markiert). Dieser Produktionseinbruch trat

10min davor ebenso in Rheinfelden auf (blauer Graph in Abbildung 11) und konnte daher durch

die reine Schwellenwertmethode einwandfrei erkannt werden:

Die rote Markierung in Abbildung 11 zeigt die Uberinstimmung zwischen vohergesagtem Ereignis

(blau) und tatsachlich eingetretenem Ereignis (griin) an und ergibt eine Ubereinstimmung von

100%.

* Der sehr geringe Wert von 8% false positives deutet auf eine leichte Verzerrung des Wolken-
musters auf dem Weg von Rheinfelden nach Schwdérstadt hin: In Rheinfelden ist das Ereignis
ein klein wenig langer.

* Der Wert von 0% false negatives besagt, dass kein Ereignis falschlicherweise vorhergesagt
wurde, welches dann nicht eigetreten ist.

Abhéngigkeit von der Wahl des Schwellenwertes:

In Abschnitt 'Zwei Methoden zur Erkennung von relevanten Produktionsschwankungen' wurde als ein
wesentlicher Nachteil der reinen Schwellenwertmethode die starke Abhangigkeit ihrer Ergebnisse von
der Wahl des Schwellenwertes genannt. Tatsachlich ergeben sich die sehr geringen Werte von false
positives und false negatives im vorhergehenden Beispiel aus der Wahl eines relativ hohen Schwel-
lenwertes von 20kW (ca. 50% der extraterrestrischen Solarstrahlung), welcher nur sehr "starke" Er-
eignisse als solche erkennt und sich daher robust gegen kleinere, d.h. volatilere, Anderungen der
Wolkenmuster verhalt. Je kleiner der Schwellenwert gewahlt wird, desto anfalliger ist der Algorithmus
auf solche Schwankungen. Abbildung 12 zeigt diesen Effekt beispielhaft flr eine Halbierung des
Schwellenwertes von voher 20kW (ca. 50%) auf jetzt 10kW (ca 25%):
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Rheinfelden data (shifted by +2 measurements for prediction)
scaled Schwirstadt data

Correctly pvedi:lad events (red/green) éﬁ %.
False positives ((blue-green)/blue): 71 %.
False negatives ({green-blue/green)) 45 %.

denoised Rheinfelden residual (shifted for prediction)
denoised Schworstadt residual

error threshold

m— cvent prediction (V)

m— eyents in actual measurements(S) H
—verlap

40—

30—

20—

20

30

40—

| | | | | | |
23/08/12-00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00 24/08-00:00

Abbildung 12. Evaluation fiir den 23.08.2012
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e Statt der voher 8% false positives ergibt sich nun ein Wert von 71% false positives. Der An-
stieg ergibt sich sich v.a. durch den Produktionseinbruch im Zeitfenster um 18:00 in Rheinfel-
den. Dieser ist 10 min spater in Schwodrstadt nicht mehr zu beobachten und wurde daher
falschlicherweise vorhergesagt. Ebenso ist der Produktionseinbruch von >10kW im Zeitinter-
vall um 14:30 herum in Rheinfelden wesentlich langer zu beobachten (ca. 13:00-16:30) als in
Schwérstadt (ca. 14:30-15:30), was ebenfalls den Prozentsatz der false positives erhoht.

* Statt vorher 0% false negatives ergibt sich nun ein Wert von 45% false negatives. Der Anstieg
erklart sich in diesem Fall durch einen Produktionseinbruch mit einer Spitze von ca. 17kW um
ca. 11:30 in Schwdrstad. Dieser konnte in Rheinfelden nicht beobachtet und daher auch nicht
vorhergesagt werden. Das Ereignis ist also unvorhersagbar von Rheinfelden aus. Diese "Wis-
sensliicke" kann innerhalb des Simple Model auf Basis der gegebenen Informationen nicht
ausgeglichen werden. In einem Complex Model mit mehr als einem verfliigbaren externen
Standort ware Senkung dieser Quote im Durchschnitt jedoch vermutlich mdglich.

* Aus dem Anstieg der false negatives ergibt sich ein Abfall der korrekt vorhergesagten Ereig-
nisse von 100% auf nun nur mehr 55%.

Datum: 07.08.2012

Wetterklasse: MITTEL

Ubereinstimmungsklasse: GUT

Maximale extraterrestrische Solarstrahlung: 12kW
Vorlaufzeit: 10min

Schwellenwert: 50% (6kW)

Relevantes Zeitfenster: >60min
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Abbildung 13. Evaluation fiir den 07.08.2012.
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Evaluationsergebnis:

Durch einen im Vergleich zum 23.08.2012 héheren signal-to-noise ratio ergibt sich flir den 07.08.2012
nicht die Wetterklasse GUT, sondern nur die Wetterklasse MITTEL. Auch hier ergibt sich eine Rate
von 100% korrekt vorhergesagten Ergeignissen, mit einer geringen Anzahl von false positives und
keinen false negatives, sieche Abbildung 13.

Eine Halbierung des Schwellenwertes fiihrt wiederum zu einer schlechteren Prognosequalitat (vgl.
Abbildung 14), mit einem Prozentsatz korrekt vorhergesagter Ereignisse von nur mehr 68% und einer
Rate von 59% false positives und 32% false negatives.
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Abbildung 14. Evaluation fiir den 07.08.2012.
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Evaluation der Waveletmethode:

Datum:23.08.2012

Wetterklasse: GUT

Ubereinstimmungsklasse: MITTEL

Vorlaufzeit: 10min

Relevantes Zeitfenster: 60min

Relevante WA-Detail-Ebene: L=3

Effektives WA-Zeitfenster auf Ebene L: s¢= 60min

Evaluations-Ergebnis (siehe Abbildung 15):

In beiden Datensatzen wurde das 60min-Ereignis
einwandfrei mit hohem Koeffizientenausschlag von
rund 24 bzw. rund 23 erkannt. Im Gegensatz zur
reinen Schwellenwertmethode treten keine False
Positives und False Negatives auf. Dies liegt an der
Tatsache, dass hier nur das starkste Ereignis als
globales Maximum der Koeffizientenzeitreihe gesucht
wurde. Bei Einbezug lokaler Maxima werden auch
kleiner Ereignisse gefunden.

Datum: 05.08.2012

Wetterklasse: MITTEL

Ubereinstimmungsklasse: MITTEL

Vorlaufzeit: 10min

Relevantes Zeitfenster: 60min

Relevantes Wavelet-Level: 3

Effektives WA-Zeitfenster auf Ebene L: s¢= 60min

Evaluations-Ergebnis (siehe Abbildung 16):

In beiden Datensatzen wurde das 60min-Ereignis
einwandfrei mit hohem Koeffizientenausschlag von
rund 36 bzw. rund 34 erkannt. Wiederum erfolgte hier
nur eine Erkennung der globalen Maxima. Im
Gegensatz zur reinen Schwellenwertmethode werden
jedoch keine Produktionseinbriiche erkannt, welche
wesentlich langer als 1h andauern.

Eine umfangreichere Auswertung findet sich im Anhang.
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Event detection: VEIN data, 5.8.2012
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Diskussion / Wiirdigung der Ergebnisse / Erkenntnisse

Trotz der zu grossen Lange der Abtastintervalle von 5 min (statt kleiner 1 min) liefern die vorgeschla-
genen Methoden zur Ereigniserkennung vielversprechende Resultate: die Methoden zur Ereigniser-
kennung wurden fir 60 min-Zeitfenster (statt fir 2-5min Zeitfenster) evaluiert. Dabei ergibt sich die als
sehr gross gewahlte Lange von 60 min nicht nur aus der reduzierten Abtastrate, sondern auch aus der
eingeschrankten Erflllung einiger anderer Anforderungen. Aufgrund der Eigenschaften der beiden
getesteten Methoden ist zu erwarten, dass deren Anwendbarkeit bei besserer allgemeiner Datenlage
auf héhere Abtastraten problemlos Ubertragbar ist.

Eine ausfihrliche Evaluation des Prognosemodells selbst auf Basis eines Golden Standard konnte
nicht durchgefliihrt werden, da die zur Berechnung der Prognosequalitat notwendigen externen Infor-
mation Uber Windgeschwindigkeit und Windrichtung nicht beschafft werden konnten: Die Messreihen
von Bodenstationen sind in keiner Weise ausreichend, um die entsprechenden Messwerte in Wolken-
héhe zu interpolieren. Die Beschaffung geeigneter Wetterdaten birgt somit das grésste Problem fir
die praktische Umsetzung des vorgeschlagenen Prognosemodells fiir das Anwendungs-Szenario.
Ebenfalls aufgrund mangelnder Verfigbarkeit weiterer externer Standorte musste sich fir die Erarbei-
tung eines Prognosemodells auf das sogenannte Simple Model beschrankt werden, welches eine
Vorhersage aus nur einem externen Standort flir PV- oder Pyranometer-Messungen ableitet. Ein sol-
ches Modell liefert zwangslaufig eine eingeschrankte Prognose-Qualitat, da das Auftreten von False
Positives und False Negatives nicht durch zusatzliches Wissen verhindert werden kann. Im Gegen-
satz zum Problem der Beschaffung geeigneter Wetterdaten sollte die Beschaffung zusatzlicher exter-
ner PV- oder Pyranometer-Standorte mit zunehmender Verbreitung dezentraler Einspeisung auch in
der Schweiz in Zukunft - wenigstens in Gebieten mit grosser Dichte von Dezentralen Energiequellen -
kein Hindernis darstellen.

Schlussfolgerungen Ausblick, nachste Schritte nach
Projektabschluss

Trotz der Resultate dieses Vorhabens steht der Nutzen externer Informationen ausser Zweifel. Im
Gegenteil: im Rahmen dieses Vorhabens zeigten sich noch weitergehende Einsatzmoglichkeiten der
externen Informationen mit dem Ziel einer Kurzfristprognose. In dieser Studie konnte zwar nicht nach-
gewiesen werden, dass Schaltvorgange eines Transformators vermieden werden konnten. Mit den
modernen, elektronischen Transformatoren muss auch die Frage gestellt werden, ob ein Verschleiss
durch Schaltvorgange ins Gewicht fallt. Ganz anders sieht dies bei einer Batterie aus, wo die Lebens-
dauer abhangig von der Anzahl der Lade- und Entladevorgangen ist. Wenn Lade- bzw. Entladevor-
gange vermieden werden kénnen, dann erhdht sich die Lebensdauer. Die meisten Steuerungsansatze
zur Batteriesteuerung versuchen daher, die Schaltvorgange zu reduzieren oder zumindest zu berick-
sichtigen. Eine Kurzfristprognose, welche nur eine kurze Spitze oder Einbruch vorhersagt, kann einen
Unterbruch des Entlade- oder Ladevorgangs vermeiden. In Szenarien, wo viele Schaltvorgange nor-
malerweise haufiger anfallen (z.B. ein wolkiger Tag), kann somit entscheidend auf die Lebensdauer
und damit auf die Kosten flir eine Batterie Einfluss genommen werden.

Werden Schaltvorgénge eines Transformators oder Ladevorgange einer Batterie vermieden, kann
man im wesentlichen zwei Strategien verfolgen, welche die Auswirkungen der Vermeidung behandeln.
Die erste Strategie bedeutet keine weiteren Aktionen. Sie basiert auf der Annahme, dass nur kurzfris-
tige Schaltvorgédnge vermieden werden und dass das Netz in der Lage ist, diese kurzfristen Auswir-
kungen abzufangen. Die zweite Strategie bezieht andere Ressourcen ein, welche kurzfristig einsprin-
gen kénnen. Hier kann an einen Boiler oder an eine Warmepumpe gedacht werden. Solche Ressour-
cen sind in der Lage, Uberschiisse im Stromnetz abzubauen. Anstatt den Zustand eine Batterie zu
verandern, kénnten Boiler einspringen, um eine kurzfristige Spannungsspitze abzufangen. Ein Block-
heizkraftwerk ist ebenfalls eine Ressouce, welche allerdings eine Unterdeckung im beschrankten
Mass ausgleichen kann, indem die Stromproduktion angeworfen wird.

Die zweite Strategie ist der ersten vorzuziehen, wenn das Ziel ist, das Netz lokal zu stabilisieren und
Schwankungen lokal auszugleichen. Jedoch erfordert die zweite Strategie eine lokale Steuerungs-
komponente, welche die verschiedenen Ressourcen steuert. Die Komplexitat der lokalen Steuerung
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erhoht sich, wenn die Vorlaufzeiten der Ressourcen berlcksichtigen werden missen. Wenn zum Bei-
spiel eine Unterdeckung erkannt wird, kann die lokale Steuerungskomponente diese Unterdeckung
mit dem Blockheizkraftwerk ausgleichen. Aber da das Blockheizkraftwerk eine gewisse Vorlaufzeit von
mehreren Minuten hat (je nach Ausfiihrungen), kdnnten andere Ressourcen (wie zum Beispiel eine
Batterie) kurzfristig einspringen, bis das Blockheizkraftwerk seine volle Leistungshdhe erreicht hat.
Entscheidend fiir die Steuerung ist die Information, wie sich Stromproduktion und —verbrauch in den
nachsten Minuten bis wenigen Stunden entwickeln werden. Hier ist es ganz offensichtlich eine Kurz-
fristvorhersage notwendig. Externe Informationen sind Garanten flr eine qualitativ hochwerte Progon-
se.

Zusammenfassend lasst sich sagen, dass eine Kurzfristprognose im Bereich von Minuten bis wenigen
Stunden fir eine lokale Steuerung von hohem Nutzen ist. Das Testfeld VEIN verfiigt Gber eine Viel-
zahl unterschiedlicher Ressourcen und damit Gber fast ideale Bedingungen, um eine solche lokale
Steuerungskomponente zu untersuchen. Hierzu sind allerdings ,Vorarbeiten“ notwendig.

Wie sich in diesem Vorhaben gezeigt hat, hangen die Vorhersageergebnisse in direkter Linie von der
Qualitat der Daten ab. Die nachsten Schritte zielen daher auf die Beschaffung von Datenséatzen ab,
welche den Qualitdtsanforderungen besser entsprechen. Konkret bedeutet dies:

e Daten von PV-Anlagen: Wie die Basis des Anwendungsfall 1 erlautert, werden Daten von PV-
Anlagen benétigt, welche auf einer Flache eine hohe Anzahl von Installationen aufweisen. Die PV-
Anlagen mussen also eine grosse Dichte aufweisen. Gleichzeitig soll eine kleine Abtastrate még-
lichst im einstelligen Sekundenbereich kleine Zeitfenster ermdéglichen.

¢ Wetterdaten: Ziel der Wetterdaten ist die Vorhersage der Windrichtung und —geschwindigkeit in
Wolkenhoéhe. Herkdmmliche Wetterstationen kénnen jedoch solche Daten nur in Bodennahe lie-
fern. Es soll untersucht werden, ob andere Quellen verfigbar gemacht werden kénnen.

Weitere Nachforschungen haben den Kontakt zu einem Betreiber von mehreren PV-Anlagen im OlI-

ten/Berner Raum erdffnet. Die Anlagen sind vergleichsweise dicht; allerdings ist die Abtastrate im

Bereich von 5 Minuten. Hier wird aber weiter recherchiert.

Neben der Erhéhung der Datenqualitat sollen mit Zwischenzielen die Machbarkeit der Kurzfirstvorher-

sage abgesichert werden.

¢ Die Bestimmung der Windrichtung und —geschwindigkeit in Wolkenhdhe kann sich als schwierig
erweisen. Hier soll anhand der Daten von PV-Anlagen in einem hinreichend dichten Feld bei ge-
nigender Abtastraten untersucht werden, wie aus den PV-Daten Windrichtung und -
geschwindigkeit zuverlassig ermittelt werden kann. Diese Frage ist gleichbedeutend mit der Be-
stimmung der relevanten PV-Anlagen aus einer Menge von PV-Anlagen, die fir eine Vorhersage
in Betracht gezogen werden kdnnen.

¢ Auf der Basis dieser relevanten PV-Anlage und unter Zuhilfenahme des komplexen Vorhersage-
models soll dann eine Vorhersage versucht werden.

Diese Arbeiten sollen moglichst im Rahmen von Folgeprojekten fortgesetzt werden. Kleinere Frage-
stellungen kénnen auch im Rahmen von studentischen Arbeiten (Bachelorarbeiten, Masterarbeiten)
an der FHNW weiter untersucht werden.
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Anhang

Evaluation der Waveletmethode fiir August 2012
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